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1. Introduction/Discussion
This paper proposes a new use case of WT#2, i.e., 
-WT2:  Study whether and what potential enhancements are needed to enable 5G system to assist in collaborative AI/ML operation involving 5GC/NWDAF and/or AF for “Vertical Federated Learning (VFL)”. The work will be based only on and limited to the scope of justified use cases. 
NOTE 7: RAN and UE aspects are out of scope. Solutions based on interactions between the application client and 5GS are out of scope. The necessary communication between AF and UE application client to support the collaborative AI/ML operation is understood as no normative procedure impact. Horizontal FL procedure defined in R18 should be taken into account and reused whenever possible.
NOTE 8: coordination with SA6 is required.
Since R16, Observed Service Experience related network data analytics has been specified (captured in clause 6.4, TS 23.288), which was inferenced by the NWDAF based on the trained ML model for OSE analytics ID. To train ML model for OSE analytics ID, NWDAF centrally collects different feature data from different entities per sample, i.e. different input data per UE from different data sources, for example, UE location from AMF, service experience from AF, access type from SMF and QoS flow Bit Rate from UPF as shown in Table 6.4.2-1 and 6.4.2-2 in clause 6.4.2, TS 23.288. Besides those data defined in R16, more AF data e.g. TCP window size may be needed to further refine e.g. the Observed Service Experience related network data analytics. 
However, all of the ML model training and model inference work can be done based on the assumption that the data sources (including AF) are willing to transfer the raw data to NWDAF, but if AF (especially 3rd party AF) is not willing to do that due to data privacy consequence, then the traditional centralized ML model training cannot be achieved successfully by the NWDAF due to lack of data. Apart from the AF, even some NFs and OAM deployed by operator may not deliver some kind of data which involve user privacy or vender privacy and etc.
To support ML Model training and Model inference relevant to Observed Service Experience, Vertical Federated Leaning mechanism is needed, it will accomplish ML model training among disturbed entities (e.g. NWDAF and AF) without raw data transferring but only with intermediate results exchange for gradient and loss calculations. 
In contrast to HFL (Horizontal Federated Learning), which means the local data set in different FL client NWDAFs have the same feature space for different samples (e.g. UE IDs), VFL means the local data set in different entities (e.g. NWDAF and AF) have the different feature space for the same sample (e.g. UE ID).
2. Text Proposal
It is proposed to capture the following changes to TR 23.700-84.
[bookmark: _Toc519004414][bookmark: _Hlk155859225]* * * * First change (all new text) * * * *
5.1.y	Use Case #y: <Service experience guarantee assisted by VFL between 5GC and AF>
5.1.y.1	Description
Editor's note:	This clause provides a description of the use case for FS_AIML_CN. 
Since R16, Observed Service Experience related network data analytics has been specified (captured in clause 6.4, TS 23.288), which was inferenced by the NWDAF based on the trained ML model for OSE analytics ID. To train ML model for OSE analytics ID, NWDAF centrally collects different feature data from different entities per sample, i.e. different input data per UE from different data sources, for example, UE location from AMF, service experience from AF, access type from SMF and QoS flow Bit Rate from UPF as shown in Table 6.4.2-1 and 6.4.2-2 in clause 6.4.2, TS 23.288. Besides those data defined in R16, more AF data e.g. TCP window size may be needed to further refine e.g. the Observed Service Experience related network data analytics. 
However, all of the ML model training and model inference work can be done based on the assumption that the data sources (including AF) are willing to transfer the raw data to NWDAF, but if AF (especially 3rd party AF) is not willing to do that due to data privacy consequence, then the traditional centralized ML model training cannot be achieved successfully by the NWDAF due to lack of data. Apart from the AF, even some NFs and OAM deployed by operator may not deliver some kind of data which involve user privacy or vender privacy and etc.
To support ML Model training and Model inference relevant to Observed Service Experience, Vertical Federated Leaning mechanism is needed, it will accomplish ML model training among disturbed entities (e.g. NWDAF and AF) without raw data transferring but only with intermediate results exchange for gradient and loss calculations. 
In contrast to HFL (Horizontal Federated Learning), which means the local data set in different FL client NWDAFs have the same feature space for different samples (e.g. UE IDs), VFL means the local data set in different entities (e.g. NWDAF and AF) have the different feature space for the same sample (e.g. UE ID).

* * * * End of changes * * * *
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